Growth functions and their application in animal science
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Summary - Brief consideration is given to some simple growth functions commonly applied in animal science and other fields of biology, namely the exponential (with abrupt cut-off), monomolecular, logistic and Gompertz. Consideration is then given to two nested growth functions, the Richards and a new function which takes the form of a generalised Mitscherlich equation and is capable of describing both diminishing returns and sigmoidal patterns of growth. The two functions are compared using sets of growth data on cows, goats, pigs, dogs and geese.

Introduction

Growth functions provide a mathematical summary of time course data on the growth of an organism or part of an organism. The term growth function is generally used to denote an analytical function which can be written down as a single equation. Thus, a general growth function connecting weight \( W \) to time \( t \) is

\[ W = f(t) \]

where \( f \) is some functional relationship.

In animal science, growth functions have been used since the early years of this century. Key papers in the development of this area are those by Robertson (1908, 1923) on the logistic equation, Spillman and Lang (1924) the monomolecular, Winsor (1932) the Gompertz, and von Bertalanffy (1957) on a forerunner of the Richards equation. A useful monograph on the theory of feeding and growth in animals is that by Parks (1982), and the classic reference book on bioenergetics and growth, which is well worth browsing, is that by Brody (1945).

The use of growth functions is largely empirical. The form of the function \( f \) will sometimes be chosen by simply looking at the data and making an informed guess. However, it is preferable to select or construct a function that has some biological plausibility, and whose parameters may be meaningful, i.e. they may characterize some underlying physiological or biochemical mechanism or constraint. In this paper, therefore, consideration is only given to functions that can be derived from a simple mechanistic model, by integration of a differential equation of the form rate is a function of state (Dijkstra and France, 1995; France and Theodorou, 1995). This allows meaning to be associated with the parameters of the \( W/t \) equation (equation 1).

Simple growth functions

In this section we give brief consideration to some commonly-applied simple growth functions, namely the exponential (with abrupt cut-off), monomolecular, logistic and Gompertz. A more complete account is given in France and Thornley (1984).

Exponential with abrupt cut-off

The underlying assumptions are the quantity of growth machinery is proportional to the weight of the organism \( W \), growth machinery operates at maximum effectiveness so long as there is substrate available, growth is irreversible and stops immediately the substrate is exhausted. The rate:state equation is therefore

\[ \frac{dW}{dt} = \mu W \]

where \( \mu \) is the specific (or relative) growth rate. The parameter \( \mu \) depends not only on the proportion of \( W \) which constitutes growth machinery but also on the efficiency or speed with which this machinery can operate. Integration of the rate:state equation (equation 2) with the initial condition \( W = W_0 \) at \( t = 0 \) yields

\[ W = W_0 e^{\mu t}, \quad 0 \leq t < t_f \]

\[ = W_f, \quad t \geq t_f \]

where \( W_f \) is the final weight reached at time \( t_f \) when substrate becomes exhausted. Equation
(3) is illustrated in figure 1. The growth rate increases continually (until $t_f$) and there is no point of inflexion, which can be seen from the second differential

$$d^2W/dt^2 = \mu^2 W_0 e^{\mu t}$$

(4)

**Monomolecular**

Assumptions are the quantity of growth machinery is constant and independent of organism weight $W$, this machinery works at a rate proportional to substrate level $S$, and growth is irreversible. The monomolecular describes the progress of a simple irreversible first-order chemical reaction. The rate:state equation is

$$dW/dt = \mu S$$

(5)

where $\mu$ is a constant. Writing $S$ as $W_f - W$, where $W_f$ is final (mature) weight, equation (5) becomes

$$dW/dt = \mu (W_f - W)$$

(6)

Integrating of this rate:state equation with $W = W_0$ at $t = 0$ gives

$$W = W_f - (W_f - W_0)e^{-\mu t}$$

(7)

Equation (7) is illustrated in figure 2. The growth rate decreases continually and there is no point of inflexion. This can be seen from the second differential

$$d^2W/dt^2 = -(W_f - W_0)\mu^2 e^{-\mu t}$$

(8)

which is zero for only $t \to \infty$ or $W \to W_f$.

The monomolecular was developed by Spillman and co-workers at the USDA as a form of the law of diminishing returns to describe the live weight of an animal as a function of its food consumption (Spillman and Lang, 1924). Brody (1945) used the monomolecular in conjunction with the exponential to account for S-shaped growth patterns over time. He describes growth as «self accelerating» (exponential) before and «self inhibiting» (monomolecular) after time $t'$, the age of puberty. Thus the Brody equation describes sigmoidal behaviour but with a discontinuity at the point of inflexion $t = t'$ reflecting (according to Brody) the switch from being vegetative to being procreative.

**Logistic**

The logistic describes smooth sigmoidal behaviour with no discontinuities. The
underlying assumptions are the quantity of growth machinery is proportional to organism weight \( W \), this works at a rate proportional to the amount of substrate \( S \), and growth is irreversible. The rate:state equation is

\[
dW/dt = kWS
\]  

(9)

Writing \( k \) as \( \mu/W \), and \( S \) again as \( W_f - W \), equation (9) becomes

\[
dW/dt = \mu W(1 - W/W_f)
\]  

(10)

With the initial condition \( W = W_0 \) at \( t = 0 \), this rate:state equation can now be integrated to give the logistic

\[
W = W_0 W_f/[W_0 + (W_f - W_0)e^{-\mu t}]
\]  

(11)

Equation (11) is illustrated in figure 3. The single point of inflexion occurs when the organism reaches half its final weight, i.e. \( W = W_f/2 \). This can be seen from the differential of equation (10)

\[
d^2W/dt^2 = \mu(1 - 2W/W_f)dW/dt
\]  

(12)

The logistic was first derived by Robertson (1908) in studying autocatalysis and was subsequently introduced into animal science by him (Robertson, 1924).

**Gompertz**

The Gompertz, like the logistic, describes smooth sigmoidal behaviour with no discontinuities. It is assumed that the quantity of growth machinery is proportional to organism weight \( W \) with proportionality \( \mu \), the effectiveness of the growth machinery decays with time according to first-order kinetics, substrate is nonlimiting, and growth is irreversible. Formalising these assumptions gives

\[
dW/dt = \mu W
\]  

(13)

and

\[
d\mu/dt = -D\mu
\]  

(14)

where \( \mu \) is the specific growth rate and \( D \) a decay parameter. Integrating equation (14) with the initial condition that \( \mu = \mu_0 \) at \( t = 0 \) and substituting in (13) yields

\[
dW/dt = \mu_0 We^{-Dt}
\]  

(15)

Integrating (15) with \( W = W_0 \) at \( t = 0 \) then gives the Gompertz

\[
\ln(W/W_0) = \mu_0(1 - e^{-Dt})/D
\]  

(16)

i.e.

\[
W = W_0e^{[\mu_0(1 - e^{-Dt})/D]}
\]  

(17)

**Figure 3.** Logistic growth. The curve shows equation (11) with \( W_0 = 5, W_f = 100 \) and \( \mu = 0.075 \).

**Figure 4.** Gompertz growth. The curve shows equation (17) with \( W_0 = 5, \mu = 0.15 \) and \( D = 0.05 \).
As \( t \to \infty \), an asymptote at \( W = W_f \) is approached, where

\[
W_f = W_0 \exp(\mu_0/D)
\]  

Equation (15) can be put in the rate:state form by substituting for \( e^{-D't} \) from (16), giving

\[
dW/dt = \mu_0 W[1 - (D/\mu_0)\ln(W/W_0)]
\]  

The Gompertz (equation 17) is depicted in figure 4. The single point of inflexion occurs when the organism reaches \( 1/e \) times its final weight, i.e. \( W = W_f/e \). This can be seen by differentiating equation (15)

\[
d^2 W/dt^2 = \mu_0 e^{-D't}W(\mu_0 e^{-D't} - D)
\]

and equating to zero, giving an inflexion point at \( t = D^{-1}\ln(\mu_0/D) \) i.e. \( W = W_0\exp(\mu_0/D - 1) \).

Winsor (1932) was one of the first to propose the use of the Gompertz in animal science. It gives faster early growth but a slower approach to an asymptote than the logistic. These are arguably the two most commonly used growth functions.

**Nested growth functions**

In this section two nested growth functions, the Richards and a new function, are briefly considered. They encompass the previously described monomolecular, logistic and Gompertz, and have a generality which is often useful.

**Richards**

This is largely an empirical construct which owes its generality to an additional parameter \( n \). The rate:state equation is

\[
dW/dt = \mu W(W_f^n - W^n)/(\mu W_f^n)
\]

where \( \mu \), \( W_f \) and \( n \) are constant. \( \mu \) and \( W_f \) are positive and \( n \geq 1 \), since \( n < -1 \) is non-physiological giving infinite growth rate as \( W \to 0 \). With \( n = -1 \), equation (21) gives the monomolecular (equation 6). With \( n = +1 \), it gives the logistic (equation 10). When \( n = 0 \), the Gompertz can be derived (see France and Thornley, 1984, p85). Using the initial condition \( W = W_0 \) at \( t = 0 \), equation (21) can be integrated to give

\[
W = W_0 W_f [(W_f^n + (W_f^n - W_0^n)e^{\mu t})]^{1/n}
\]

Equation (22) is illustrated in figure 5 for different values of \( n \). The point of inflexion is able to occur at any fraction of the mature weight as \( n \) varies over the range \(-1 \leq n < \infty \). This can be seen from the second differential

\[
d^2W/dt^2 = [W_f^n - (n + 1)W^n] [\mu/(nW_f^n)]
\]

which gives a point of inflexion at:

\[
W = W_f/(n + 1)^{1/n}
\]

The function was originally developed to study plants (Richards, 1959) from an equation...
A new function

The rate-state equation for this new function is the same as for the monomolecular (equation 6) but with the specific rate parameter $\mu$ allowed to vary with time as with the Gompertz. Growth rate is therefore defined by

$$dW/dt = \mu (W_i - W)$$  \hspace{1cm} (24)

The time dependent rate parameter $\mu$ is given by

$$\mu = 0, \quad t < T$$  \hspace{1cm} (25a)

$$= \mu\infty - D\sqrt{t}, \quad t \geq T$$  \hspace{1cm} (25b)

$T (\geq 0)$ is a time delay (before which $\mu = 0$), $\mu\infty (\geq 0)$ is the value of $\mu$ at infinite time, and $D$ is a constant. Since $\mu \geq 0$, the maximum value of $D = \mu\infty \sqrt{T}$. A range of values of $D$ is considered in figure 6 which shows the full range of behaviour of the growth function.

It is possible to provide a tentative interpretation of equations (24) and (25). Many diffusion processes exhibit a square root time dependence. For instance, the distance diffused in time $t$ is $\sqrt{4Dt}$ where $D$ is the diffusion constant. The diffusion of a growth activator into a growth-producing region, after a lag time, could lead to an activation equation similar to (25). The term $W_i - W$ in equation (24) measures the amount of substrate available for growth.

Substituting for $\mu$ in equation (24) using (25) and integrating with the initial condition $W = W_0$ at $t = 0$ gives

$$W = W_0, \quad t < T$$  \hspace{1cm} (26a)

$$= W_i - (W_i - W_0)\exp[-\mu\infty (t - T) + 2D(\sqrt{t} - \sqrt{T})], \quad t \geq T$$  \hspace{1cm} (26b)

Differentiating twice with respect to $t$ gives

$$d^2W/dt^2 = 0, \quad t < T$$  \hspace{1cm} (27a)

$$= (W_i - W_0)(\mu\infty - D\sqrt{t})\exp[-\mu\infty (t - T) + 2D(\sqrt{t} - \sqrt{T})], \quad t \geq T$$  \hspace{1cm} (27b)

and

$$d^2W/dt^2 = 0, \quad t < T$$  \hspace{1cm} (28a)

$$= (W_i - W_0)[D(2t^{3/2}) - (\mu\infty - D\sqrt{t})^2] \exp[-\mu\infty (t - T) + 2D(\sqrt{t} - \sqrt{T})], \quad t \geq T$$  \hspace{1cm} (28b)

Expanding, simplifying and equating to zero the term in square brackets containing $t^{3/2}$ in equation (28b), a point of inflexion may exist provided $D$ is positive if the cubic

$$\mu\infty^2t^{3/2} - 2\mu\infty Dt + D^2t^{1/2} - D2 = 0$$  \hspace{1cm} (29)

has a real root, $T \leq t < \infty$. Such a root will only exist if

$$D(2T^{3/2}) = (\mu\infty - D\sqrt{T})^2$$  \hspace{1cm} (30)

This can be seen graphically since the left side is a decreasing function of $T$ and the right side an increasing function of $T$. This leads to

$$\sqrt{D} \geq 0.5\{\sqrt{1/(2\sqrt{T})} + 4\mu\infty\sqrt{T} - 1/(\sqrt{2T^{1/4}})\}$$  \hspace{1cm} (31)

which, for the parameters values used in figure 6, gives $D \geq 0.23$ for a point of inflexion. Thus in figure 6, $\infty < D < 0.23$ gives non-sigmoidal growth, whereas $0.23 < D < 0.4$ gives sigmoidal growth. A more detailed description of this growth function is given by France et al (in press).

Comparison of nested functions

In this section the new function and the Richards are compared briefly by fitting them to five sets of data on the growth of Guernsey cows, Saanen goats, Dutch Landrace boars, Great Dane dogs and Grey Lag geese. Both functions were fitted by (A) varying (i.e. estimating) and (B) fixing (i.e. prescribing) the initial weight parameter $W_0$. The fits obtained from the Richards allowing $W_0$ to vary and from the new function fixing $W_0$ are used as the basis of the comparison because the same number of parameters had to be estimated in each case.

The parameter estimates and goodness-of-fit statistics are all given (to three significant figures) in tables I and II. The new function gives a better fit than the Richards to the data on Guernsey cows (RSS of 2410 v. 2800) and on Dutch Landrace boars (339 vs no convergence), but a poorer fit to the data on Great Dane dogs (70.2 vs 60.1). Similar fits were obtained to the data on Saanen goats and on Grey Lag geese. Fitting the extra parameter (i.e. $W_0$) improved the fit of the new function in the cases of the Guernsey cows, Dutch Landrace boars and Great Dane dogs (see table II). Fixing the parameter $W_0$ worsened the fit of the Richards function in the cases of the Guernsey cows, Great Dane dogs and Grey Lag geese (table I). It is interesting...
<table>
<thead>
<tr>
<th>Data set</th>
<th>( W_i )</th>
<th>( W_{o,i} )</th>
<th>( \mu )</th>
<th>( n )</th>
<th>RSS</th>
<th>( R^2 )</th>
<th>DW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guernsey cows(^1)</td>
<td>A 484(2.52)</td>
<td>15.8(4.73)</td>
<td>.0151(6.99e-4)</td>
<td>-.682(.073)</td>
<td>2800</td>
<td>99.7</td>
<td>.85</td>
</tr>
<tr>
<td></td>
<td>B 483(2.58)</td>
<td>29</td>
<td>.0162(7.12e-4)</td>
<td>-.504(.054)</td>
<td>3350</td>
<td>99.7</td>
<td>.7</td>
</tr>
<tr>
<td>Male Saanen goats(^2)</td>
<td>A 83.4(4.17)</td>
<td>3.65(2.05)</td>
<td>.0117(2.96e-3)</td>
<td>-.984(.252)</td>
<td>51.9</td>
<td>99.4</td>
<td>2.95</td>
</tr>
<tr>
<td></td>
<td>B 83.5(3.73)</td>
<td>3.6</td>
<td>.0116(2.44e-3)</td>
<td>-.988(.171)</td>
<td>51.9</td>
<td>99.4</td>
<td>2.95</td>
</tr>
<tr>
<td>Dutch Landrace boars(^3)</td>
<td>A No convergence</td>
<td>1.6</td>
<td>.0298(3.68e-3)</td>
<td>-.465(.08)</td>
<td>467</td>
<td>99.8</td>
<td>1.61</td>
</tr>
<tr>
<td></td>
<td>B 345(8.61)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male Great Dane dogs(^4)</td>
<td>A 45.8(4.41)</td>
<td>3.89(4.81)</td>
<td>.0899(6.95e-3)</td>
<td>.062(.158)</td>
<td>60.1</td>
<td>99.4</td>
<td>.83</td>
</tr>
<tr>
<td></td>
<td>B 45.7(3.99)</td>
<td>4.23</td>
<td>.0931(5.79e-3)</td>
<td>.159(.0951)</td>
<td>60.6</td>
<td>99.4</td>
<td>.82</td>
</tr>
<tr>
<td>Female Grey Lag geese(^2)</td>
<td>A 5.05(.364)</td>
<td>.028(.096)</td>
<td>.203(0.578)</td>
<td>-.459(.302)</td>
<td>.172</td>
<td>99.4</td>
<td>2.61</td>
</tr>
<tr>
<td></td>
<td>B 4.97(.283)</td>
<td>.077</td>
<td>.221(0.0444)</td>
<td>-.329(.149)</td>
<td>.178</td>
<td>99.3</td>
<td>2.57</td>
</tr>
</tbody>
</table>

---

\(^1\) Data from Chapter 16 in Brody (1945); \(^2\) Data from Altman and Dittmer (1964); \(^3\) Data from Appendix 2 in Walstra (1980); \(^4\) Data from Appendix A in Parks (1982).
Table II. Estimated parameter values (with asymptotic standard deviations in brackets\(^1\)), residual sum of squares (RSS), \(R^2\) (%), and Durbin-Watson statistic (DW) obtained by fitting the new function (eqn 26) to observed data on growth of various animals. Row A gives values obtained when \(W_0\) is estimated and B when \(W_0\) is prescribed.

<table>
<thead>
<tr>
<th>Data set</th>
<th>(W_f)</th>
<th>(W_o)</th>
<th>(\mu_o)</th>
<th>(D)</th>
<th>(T)</th>
<th>RSS</th>
<th>(R^2)</th>
<th>DW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guernsey cows(^2)</td>
<td>A 486(2.53)</td>
<td>32(5.21)</td>
<td>0.152(1.2e-3)</td>
<td>0.145(7.1e-3)</td>
<td>6.96</td>
<td>2390</td>
<td>99.8</td>
<td>.97</td>
</tr>
<tr>
<td></td>
<td>B 486(2.51)</td>
<td>29</td>
<td>0.152(1.2e-3)</td>
<td>0.145(7e-3)</td>
<td>6.27</td>
<td>2410</td>
<td>99.8</td>
<td>.95</td>
</tr>
<tr>
<td>Male Saanen goats(^3)</td>
<td>A 83.5(4.72)</td>
<td>3.63(2.72)</td>
<td>0.116(4.7e-3)</td>
<td>3.33e-4(0.0205)</td>
<td>8.27e-4</td>
<td>51.9</td>
<td>99.4</td>
<td>2.95</td>
</tr>
<tr>
<td></td>
<td>B 83.6(3.96)</td>
<td>3.6</td>
<td>0.116(2.7e-3)</td>
<td>2.48e-4(7.4e-3)</td>
<td>4.62e-4</td>
<td>51.9</td>
<td>99.4</td>
<td>2.95</td>
</tr>
<tr>
<td>Dutch Landrace boars(^4)</td>
<td>A 354(10.3)</td>
<td>2.58(6.32)</td>
<td>0.0296(5e-3)</td>
<td>0.0484(0.018)</td>
<td>2.67</td>
<td>338</td>
<td>99.8</td>
<td>1.99</td>
</tr>
<tr>
<td></td>
<td>B 355(11.6)</td>
<td>1.6</td>
<td>0.0291(5.5e-3)</td>
<td>0.0462(0.0188)</td>
<td>2.53</td>
<td>339</td>
<td>99.8</td>
<td>1.97</td>
</tr>
<tr>
<td>Male Great Dane dogs(^5)</td>
<td>A 46.7(4.97)</td>
<td>5.37(6.33)</td>
<td>0.0911(7.5e-3)</td>
<td>0.122(0.0206)</td>
<td>1.78</td>
<td>66.4</td>
<td>99.4</td>
<td>.77</td>
</tr>
<tr>
<td></td>
<td>B 47.5(1.6)</td>
<td>4.23</td>
<td>0.0828(5.9e-3)</td>
<td>0.0951(0.0139)</td>
<td>1.32</td>
<td>70.2</td>
<td>99.3</td>
<td>.73</td>
</tr>
<tr>
<td>Female Grey Lag geese(^3)</td>
<td>A 5.19(454)</td>
<td>0.093(1.69)</td>
<td>0.21(0.0861)</td>
<td>0.142(0.126)</td>
<td>0.458</td>
<td>171</td>
<td>99.7</td>
<td>2.59</td>
</tr>
<tr>
<td></td>
<td>B 5.2(43)</td>
<td>0.077</td>
<td>0.207(0.0805)</td>
<td>0.137(0.118)</td>
<td>0.438</td>
<td>171</td>
<td>99.4</td>
<td>2.58</td>
</tr>
</tbody>
</table>

\(^1\) standard errors for parameter \(T\) are not valid because partial derivative with respect to \(T\) for the model is not continuous; \(^2\) Data from Chapter 16 in Brody (1945); \(^3\) Data from Altman and Dittmer (1964); \(^4\) Data from Appendix 2 in Walstra (1980); \(^5\) Data from Appendix A in Parks (1982).
Figure 7. Comparison of nested functions. The curves show the Richards and the new function (with $W_0$ prescribed) fitted to five sets of growth data. The vertical axes represent weight (kg) and the horizontal axes are time (weeks). Continued on page 173
to note that the values obtained for the rate constants $\mu$ (Richards, table I) and $\mu_\infty$ (new function, table II) are similar for a given data set. The four-parameter fits of the two functions are illustrated for each data set in figure 7.

In conclusion, the new function is capable of describing a range of diminishing returns and sigmoidal growth patterns. It has the advantages over the Richards of being able to describe a variety of possibilities, in addition to the monomolecular, when there is no point of inflexion and of having a more mechanistic derivation.

**Figure 7.** see page 172
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